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Improving	Top-K	Recommendation	via	Joint	
Collaborative	Autoencoders	

• Hits Different Rate for U-AutoRec and I-AutoRec: run U-AutoRec and I-AutoRec on the same 
MovieLens 1M dataset, and compare the HitsDifferenceRate of the top-10 recommendations by the two 
models.

• Recommendation by averaging U-AutoRec and I-AutoRec: compare the recommendation quality 
between U-AutoRec, I-AutoRec and a simple averaging model of them.

User-based	AutoRec and	Item-based	AutoRec Are	Complementary	

• Framework:
Proposed	Model

• Joint Collaborative Autoencoder:

• Hinge-based Objective Function:

• Mini-batch Training Process:

• Problem & Goal: Collaborative Autoencoders 
only consider user-user or item-item 
correlations, and the quality of 
recommendation may be restricted. In contrast, 
effective modeling of user-item interactions 
could lead to improved recommendation. 

• Contributions: 
(i) Propose the Joint Collaborative 

Autoencoder (JCA) that captures both user-
user and item-item correlations simultaneously. 

(ii) Adopt a pairwise hinge-based objective 
function to optimize top-K precision and
recall directly. 

(iii) Present a mini-batch optimization 
algorithm. 

(iv) Extensive experiments show that the JCA 
outperforms state-of-the-art neural and non-
neural baselines.

Introduction

U-AutoRec I-AutoRec JCA

• Three Datasets:

• Evaluation Metrics:

• Baselines: 
MF, BPR, CDAE, U-AutoRec, I-AutoRec, UI-
AutoRec, NCF, and NPR.

• Code and data: https://github.com/Zziwei/Joint-
Collaborative-Autoencoder	

Experiment	Setup

• Conclusions:
(i) Propose the Joint Collaborative Autoencoder 

framework that learns both user-user and item-
item correlations simultaneously. 

(ii) Adopt a pairwise hinge-based objective 
function to optimize the top-K precision and 
recall. 

(iii) Present a mini-batch training algorithm so that 
JCA can be trained on large datasets. 

(iv) Extensive experiments show that the proposed 
framework outperforms state-of-the-art 
baselines. 

• Future Work: exploring how to incorporate 
auxiliary information, such as textual and visual 
information, into the framework to further 
improve the recommendation quality. 

Conclusion	and	Future	Work

• Observations: (i) JCA performs best for all three datasets; (ii) the performance improvement is larger 
for sparser datasets; (iii) the performance improvement is larger for smaller k. 

Proposed	Model	vs.	State-of-the-art	Models	

Proposed	Model	and	Objective	Function	

• JCA with different objective functions vs. 
corresponding baselines

• JCA vs. JCA with different objective 
functions

• JCA vs. JCA without item normalization 
factor

JCA-MSE and JCA-BPR outperform SOTA baselines 
with MSE and BPR objective functions respectively.

JCA outperforms other JCA variations with MSE and 
BPR objective functions.

JCA outperforms JCA without item normalization factor.


